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We describe quartz crystal impedance measurements on thin ®lms of poly(3-hexylthiophene) (PHT)

electrochemically maintained at different potentials and exposed to propylene carbonate electrolyte solutions.

Film shear modulus values, obtained at ®xed potentials corresponding to a range of ®lm oxidation states

(``doping levels''), show a marked variation of storage and loss moduli (G' and G@, respectively). The p-doped ®lm

is substantially softer than the undoped ®lm, and G' and G@ can show maxima at partial p-doping. Even in

nominally ``equilibrium'' experiments (at ®xed potential) there is dramatic hysteresis in shear modulus values

determined during stepwise doping and undoping. This general pattern of behaviour is observed at a range of

frequencies, corresponding to the fundamental frequency (10 MHz) and higher harmonics (30 MHz to 110 MHz).

There are substantial increases in shear modulus with increasing frequency for all doping levels, and the loss

tangent (G@/G') is frequency dependent. A Voigt model is qualitatively incompatible with these observations, and a

Maxwell model can qualitatively explain some features; more sophisticated models are required to provide

quantitative explanations. We discuss these observations in terms of potential-driven ®lm ion and solvent

population changes. The data are consistent with non-equilibrium ®lm solvent populations for intermediate doping

levels, even though the equilibrium ion populations (charge states) may be established. Together, selection of

operating frequency, applied potential and time scale offer the prospect of manipulating ®lm viscoelastic

parameters in a controllable manner over several orders of magnitude, from ``rubbery'' to near ``glassy'' behaviour.

Introduction

Overview

Over the last decade, two major features of electrochemical
science have been its contribution to materials science1 and the
application of non-electrochemical physical methods to the
study of electrochemical systems and processes.2±4 The ®eld in
which these two activities meetÐwith profound synergistic
effectsÐis that of modi®ed electrodes,5,6 involving the
deliberately planned construction of interfacial architectures
with speci®ed chemical, optical or electrical characteristics.
Quite generally, the key to further progress in this area is a
better understanding of materials-based issues, notably their
design, fabrication and characterization.

Here, we explore polymer dynamics within thin electroactive
polymer ®lms maintained in electronically conducting or
insulating states. The general goals are an understanding of
how thin ®lm material characteristics (®lm shear modulus)
respond to (i) their environment (here, a liquid electrolyte) and
(ii) external control parameters (here, polymer charge density,
as dictated by applied electrochemical potential). This is
broadly complementary to the majority of work on such
materials, which tends to focus on electronic properties per se.
The link is that redox-driven changes in electronic character-
istics (``doping'' and ``undoping'') require polymer structural
changes that are markedly in¯uenced by polymer dynamics.
We therefore see a proper understanding of polymer dynamics
as an important prerequisite for the design of polymer-based
interfacial modi®cations. In the context of materials science, it
is interesting to note that the importance of bulk viscoelastic

characteristics of polymers has long been appreciated,7,8 to the
extent that molecular interpretations of the macroscopic
phenomena have been discussed at length.9 However, the
analogous phenomena for thin ®lms of polymersÐthe focus of
this studyÐhave not received such attention.

Polymers as materials for electrode modi®cation

From reviews of this rapidly developing ®eld5,6 it is clear that
polymeric materials offer the greatest opportunities for
controlled modi®cation of electrode surfaces. Applications
promised by such modi®ed electrodes include electronic
devices, optical displays, energy storage/conversion, (bio)-
chemical sensors of various kinds, corrosion protection and
electrocatalysis. As a general result, the vast body of literature
in this area (reviewed in references 5 and 6) clearly indicates
that successful application is largely a question of materials
design, characterization and optimization. In general terms,
one requires to know how electroactive species behave within a
polymeric environment (cf. as monomeric entities in free
solution) and how the characteristics of the polymer as a thin
®lm, under the in¯uence of applied electrochemical potential,
differ from those of bulk material.

The material we study here, poly(3-hexylthiophene) (PHT),
is a polyheterocycle, of which the most widely studied materials
are the parent poly(thiophene) and poly(pyrrole). These so-
called ``conducting polymers'' have attracted enormous
research interest10,11 due to the manner in which one can
manipulate their electronic conductivityÐand the associated
optical characteristicsÐby (electro)chemical oxidation and
reduction (commonly referred to as ``doping'' and ``undop-
ing''). This has prompted their application in lightweight
batteries,12 ¯exible (``all plastic'') transistors13,14 and display
devices.15,16 Our interest in this area has focused on thiophene-
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derived materials. It has involved studies of ®lm nucleation and
growth phenomena17,18 and characterization of the resultant
®lms in terms of their electronic properties (using visible,19

FTIR20 and ESR21 spectroscopies) and of the concomitant
``dopant'' and solvent transfers (using the electrochemical
quartz crystal microbalance (EQCM)22). We also explored
manipulation of electron dynamics by substituent effects,
through the effect on electronic properties23 of a fused benzene
ring. Here, we explore the effect of a hydrocarbon side-chain on
polymer dynamics, through its effect on solvation character-
istics.

We have also investigated two-component composite and
segregated bilayer structures with spatially controlled char-
acteristics.24,25 In situ neutron re¯ectivity studies26 of such
structures showed the importance of the spatial distributions of
the polymer, solvent and ion components at the interface.27

Together with the interpretation of our present rheological
observations, this issue will inform the future design of
interfacial materials.

Thickness shear mode (TSM) devices

One of the many in situ techniques used to study electroactive
polymer ®lms is the electrochemical quartz crystal micro-
balance (EQCM).28,29 We discuss the details of the technique
below, but here comment on the strategic use of the method.
The simplest physical situation is a rigid ®lm. Here the EQCM
functions as a gravimetric probe: resonant frequency changes,
Df, are linearly related to ®lm mass changes, DM. Under these
circumstances, the EQCM has been widely used to monitor
redox-driven ion and solvent dynamics and population changes
within polymer ®lms.28,29 In the alternative situation that the
®lm is not rigidly coupled to the crystal, the EQCM is a
viscoelastic probe and its response is predominantly a function
of polymer dynamics. These two cases are distinguishable on
the basis of the crystal admittance, i.e. analysis of the full
frequency response in the vicinity of resonance.

Much of the reported work, both experimental and
theoretical, on TSM devices loaded with viscoelastic ®lms
relates to polymer coatings exposed to gaseous environments.
This is, at least in part, because a signi®cant application of such
devices is in gas phase sensors, e.g. for volatile organic
compounds that can permeate and soften the polymer ®lms.30

That physical situation is relatively simple, since the resonator
loading only involves one component; to a ®rst approximation,
the gas contributes negligibly to the surface mechanical
impedance. The general situation involves exposure to ¯uids;
this is necessarily the case in the electrochemical context we
consider here. This brings two complications. First, there is an
additional loading. Second, in the more general case that there
is signi®cant acoustic deformation across the ®lm, the effects of
the ®lm and the ¯uid are not additive.31,32 More positively,
application in situ allows the use of applied electrochemical
potential as a powerful means of manipulating interfacial
composition, structure and properties; it is this feature we
exploit in this study.

Objectives and scope of the study

The majority of TSM-based studies of polymer ®lms have been
rather limited: most commonly they are restricted to qualitative
diagnosis of ®lm (non-)rigidity, and there are a few examples of
®lm shear moduli determinations (see below). We adopt a more
ambitious approach, with the ultimate objective of a priori
control and in situ manipulation of ®lm shear modulus and
dynamics. This capability would have direct potential applica-
tions in sensing, molecular recognition, controlled release and
separation science, as well as indirect generic bene®ts in
interfacial design.

The intermediate goal is a systematic understanding of the

parameters that govern ®lm shear modulus. Qualitatively, the
shear modulus is recognized to depend upon physicochemical
parameters which may be intrinsic to the polymer, a feature of
its environment or amenable to external control. Our
immediate objective is an understanding of the roles of ®lm
charge (Q) and the frequency regime (f �v=2p) in which the
system operates. Film charge is a variable of natural choice,
since it can be readily manipulated through the applied
electrochemical potential (E): it is a primary driver of ®lm
compositionÐmost obviously ion and solvent contentÐand
structure. Operating frequency as a delimiter of ®lm dynamics
is much under-explored: the vast majority of studies are based
upon TSM device responses at their fundamental frequency,
typically 5 or 10 MHz. Here we use higher harmonics to effect
simultaneous measurements at a range of frequencies; this is
relatively rare for viscoelastic measurements of electroactive
polymer ®lms and offers signi®cant novel insights into
materials properties.

Film composition (mobile species populations) and structure
(polymer con®guration) may be under either thermodynamic
or kinetic control, according to the electrochemical control
function and other experimental parameters. Here we restrict
our attention to static measurements at ®xed Q(E). Here the
®lm is at redox equilibrium although, as we shall show, the
question of equilibrium with regard to non-electrochemical
processes (such as solvation and polymer recon®guration) is
more complex. Dynamic electrochemical measurements, for
example during a potential scan, represent greater instrumental
and interpretational challenges that we will confront in future.

Methodology: the EQCM and crystal impedance

Thickness shear mode resonators, exempli®ed by AT-cut
quartz crystal oscillators, display frequency responses that
re¯ect their ambient medium. The solids, liquids or gases to
which they are exposed impose a surface mechanical impe-
dance, ZS, on the resonator. Through the piezoelectric coupling
constant, this mechanical impedance is manifested as an
electrical impedance that can be measured in a conventional
manner. Interpretation of the impedance is commonly effected
through equivalent circuit models, in which capacitive,
inductive and resistive elements, respectively, represent elastic
energy storage, kinetic energy storage (inertial mass) and
energy dissipation.

The simplest condition is that involving no energy loss. This
corresponds to a surface mass loading rigidly coupled to the
resonator that moves synchronously with it. For this case,
Sauerbrey showed33 that the resonant frequency change (Df) of
a quartz crystal oscillator in response to a change in the ®lm
areal density (DM/g cm±2) is given by eqn. (1),

Df �ÿ�2=rqvq�DMf0
2 �1�

where rq is the density of the crystal, vq is the wave velocity
within it, and f0 is the initial frequency (in our case, 10 MHz).
This is the basis of the quartz crystal microbalance (QCM)
technique, widely used for monitoring deposition from the gas
phase onto solid substrates.34

When the resonator is exposed to a liquid, viscous losses
damp the resonance, but Kanazawa35 and Bruckenstein36

showed that this energy loss is not so severe as to preclude
oscillation. The TSM launches into the liquid an acoustic wave
with a decay length, d��gL=prLf0�1=2, where gL and rL are the
liquid viscosity and density. The effective inertial/viscous
coupling to the liquid results in a frequency shift (decrease)
and a contribution to (increase in) the resonant resistance.
However, these phenomena still allow one to use the exciting
electrode as the working electrode under potential control in an
electrochemical cell. This is the basis of the EQCM, which acts
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as a gravimetric probe of the surface population(s) of rigid
polymer, together with its entrained ions and solvent.

Interpretation of EQCM data according to eqn. (1) is
entirely reliant upon the ®lm being rigidly coupled to the
crystal. One technique for (dis)proving this is the crystal
impedance method, in which one determines the complete
frequency response in the vicinity of resonance. Purely
gravimetric effects result in frequency shifts (described by the
Sauerbrey equation) and no change in peak admittance. They
are represented as changes in inductance, but not resistance, in
equivalent circuit models. Physically, the ®lm oscillates
synchronously with the crystal; ®lms with shear moduli on
the order of 1010 dyn cm22 show this behaviour. Contrastingly,
viscoelastic changes result in changes in peak admittance, as a
consequence of the change in energy loss to the ambient
medium. They are represented as changes in resistance in
equivalent circuit models. Physically, there is an acoustic
deformation across the ®lm, i.e. it does not oscillate
synchronously with the crystal; ®lms with shear moduli on
the order of 106±108 dyn cm±2, characteristic of rubbery
materials, typically show this behaviour.

A special case of a viscoelastically-driven response is ®lm
resonance, when the ®lm thickness corresponds to one quarter
of the acoustic wavelength. This results in a dramatic change in
the coupling and energy transfer between the resonator and the
®lm. Although recognized for some time in the context of ®lms
exposed to gases,37 ®lm resonance in the presence of liquids has
only recently been reported.38±40

The presence/absence of variations in resonant resistance has
been used as a qualitative diagnostic of ®lm (non-)rigidity for a
range of polymer ®lms.41±47 The next step, upon which this
paper focuses, is quantitative interpretation of crystal impe-
dance responses in terms of physically meaningful parameters,
speci®cally the complex shear modulus, G~G'zjG@, where G'
and G@, respectively, are the polymer ®lm storage and loss
moduli.

One aspect of this topic, which predominated in earlier
studies, concerned polymer ®lm-coated resonators exposed to
gaseous media; this included both theoretical models48,49 and
mechanistic experimental studies.37,50±53 Later works consid-
ered multiple non-piezoelectric layers,31,54 and recently a
generalized treatment has been presented.32 Experimentally,
the primary focus has been the fundamental study of polymer
®lms exposed to bulk liquid media,38±40,55±58 although some
liquid phase sensor-oriented applications have been
described.59±62

The model we employ here is derived from our generalized
treatment for multiple non-piezoelectric layers.32 We consider
(see Fig. 1) a ®nite viscoelastic layer (of thickness hf, density rf

and shear modulus G~G'zjG@) exposed to a bulk ¯uid (of
viscosity gL and density rL). We take account of surface
roughness, and polymer trapped within surface features, by

inclusion of a thin layer of ``ideal mass''. This accords with the
generally recognized58,63,64 fact that intrinsically viscoelastic
(or viscous) material entrapped within surface features will
behave as rigidly coupled material.

For the individual loading elements, the surface mechanical
impedances32,58 are given by eqn. ( 2)

ZM�jvrS �2�
for the ideal mass layer (where rS is the mass per area
contributed by the layer);

ZF��rf G�1=2 tanh�chf� �3�
by eqn. (3) for the viscoelastic ®lm (where the shear wave
propagation constant (c�jv�rf=G�1=2); and

ZL�
�

vrLgL

2

�1=2

�1�j� �4�

by eqn. (4) for the electrolyte solution (a Newtonian ¯uid). In
each of the above equations, v~2pf (where f is the operating
frequency of the measurement) and j~d(21).

For such a composite system, the impedance at the resonator
surface is not simply the sum of those for the individual
layers.32,58 Each layer in which there is an acoustic phase shift
causes a transformation of the impedance contributed by layers
more distant from the resonator. One can show31,32,58 that the
surface mechanical impedance for the con®guration of Fig. 1 is
given by eqn. (5)

Z�jvrS�ZP
Zl cosh�chf��ZP sinh�chf�
ZP cosh�chf��Zl sinh�chf�
� �

�5�

where ZP��rf G�1=2.

Modeling viscoelastic behaviour of polymers

Constitutive relations

The goal of this section is to derive a model for the polymer's
viscoelastic properties as a function of excitation frequency and
oxidation (doping) state. The frequency dependence of
modulus is modeled by postulating a constitutive relation,
i.e., a relationship between stress (T) and strain (S) for a
material. When a stress is applied to a material, it results in a
combination of elastic deformation (reversible energy storage)
and dissipation (irreversible energy loss).

Purely elastic deformation results in a constitutive relation-
ship given by Hooke's law: T~mS, where m is the stiffness of
the material. This constitutive relationship is commonly
represented by an ideal spring. Purely viscous dissipation
arises in a Newtonian ¯uid, described by the constitutive
relationship: T~g(dS/dt), where g is the viscosity, t is time, and
dS/dt is the strain rate. This is commonly represented by an
ideal ``dashpot''Ða plunger in a ¯uid. Polymers exhibit both
elastic deformation and viscous dissipation, i.e. are viscoelastic.

The viscoelastic behaviour of a polymer can be approxi-
mated by various combinations of springs and dashpots,8

which each give rise to a unique frequency dependence that can
be tested experimentally. The simplest approximations that
account for both energy storage and dissipation are a series and
a parallel combination of a spring and dashpot.

The Voigt model, Fig. 2a, consists of a parallel combination
of the spring and dashpot. This implies equal strains across the
two elements, while the stresses are additive, which gives rise to
the constitutive relation given in eqn. (6)

G�T

S
�mf�jvgf �6�

where we have explicitly shown that m and g refer to a ®lm, via

Fig. 1 Schematic view of the three-component loading model under-
lying eqn. (5) and used to interpret the crystal impedance data. The
lines illustrate the standing acoustic wave in the crystal and the acoustic
wave that is launched into the system, wherein it becomes progressively
damped as one moves out into the polymer ®lm and the solution.
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the subscript ``f'', and G is the resulting complex shear
modulus. We can express eqn. (6) in the form of eqn. (7)

G�mf�1�jvt� �7�
where t~gf/mf is a characteristic relaxation time.

The Maxwell model, Fig. 2b, consists of a series combination
of the spring and dashpot. This implies that the stresses across
each element are the same, while the strains are additive, which
gives rise to the constitutive relation given in eqn. (8)

G�T

S
� 1

mf

� 1

jvgf

� �ÿ1
�8�

With a little algebraic manipulation, we can express eqn. (8)
in the form of eqn. (9)

G� mf

� �vt�2
1��vt�2� j

vt

1��vt�2
�

�9�

where the symbols have the same signi®cance as above. For
each model, G' and G@, respectively, are identi®ed with the real
and imaginary components of eqn. (7) and (9).

Frequency dependence of shear modulus

The Voigt model predicts a very simple frequency dependence,
illustrated in Fig. 3a. The storage modulus is independent of

frequency (G'~mf), while the loss modulus is proportional to
frequency (G@~vgf).

The Maxwell model predicts a somewhat more complicated
frequency dependence, illustrated in Fig. 3b. G' increases
monotonically with frequency, saturating at mf, while G@ goes
through a peak (maximum value of mf/2) at vt~1. The low
frequency (vt%1) limiting characteristics are quadratic and
linear, respectively, for G' and G@.

The Maxwell model exhibits behaviour more in line with that
commonly observed with a polymer. When a polymer is
deformed slowly (compared with the time for segmental chain
motion), applied stress is taken up by inter-chain movements,
i.e., chains slip past one another. This results in viscous
dissipation predominating. When the polymer is deformed
rapidly, the chains do not have time to re-orient and move past
one another; instead, the strain is taken up by deformation of
the individual polymer chains. This results in elastic storage
predominating. The Maxwell model gives both of these
extremes. At low frequencies (when vt%1) viscous dissipation
predominates, while at high frequencies (when vt&1) elastic
storage predominates. The frequency dependence of the
Maxwell model, shown in Fig. 3b, illustrates a glass-to-
rubber transition. Low vt gives a low storage modulus (G'),
corresponding to a rubbery polymer, and high vt gives a large
G', corresponding to a glassy polymer. Between these limits, the
elastic and viscous components match, so that G@ is maximum.
(This model can be improved to more closely describe the
behaviour in the rubbery regime by adding, in parallel to the
Maxwell elements, a spring with a modulus that matches that
of a rubbery polymer, approximately 107 dyn cm22.)

Solvent effects

A central feature of any in situ electrochemical experiment is
the presence of solvent. It is generally acknowledged that
solvent penetrates surface-immobilized polymer ®lms,
although the extent to which this occurs, the rate at which it
happens and the effects it induces are the subject of debate. We
therefore need to consider what effect solvent permeation
might have on the polymer ®lms we consider here, as
manifested through ®lm viscoelastic characteristics.

The glass-to-rubber transition exhibited by the Maxwell
model can also be induced by varying relaxation time (t) at
®xed frequency (effectively, v). Since t~gf/mf, this parameter
can be controlled either through the modulus or viscosity of the
polymer. It is well known7,8 that the glass-to-rubber transition
in a glassy polymer can be induced either by increasing the
temperature or through solvent absorption. In either case, the
polymer viscosityÐand hence tÐis decreased, thereby indu-
cing a glass-to-rubber transition. The glassy regime may thus
be associated with high frequency, low temperature, or pure
(solvent-free) polymer. The rubbery regime may be associated
with low frequency, high temperature, or high solvent content.

The effect of solvent absorption can be modeled by
postulating7 that polymer viscosity (as represented by the
viscous element gf in the Maxwell model) varies because
incorporated solvent contributes ``free volume'' to the material.
This free volume ``lubricates'' the interaction between polymer
chains, thereby decreasing the viscosity. If the amount of free
volume increases linearly with the amount of incorporated
solvent, then the observed viscosity in the presence of solvent
incorporation (gf) will be decreased from its value (gf,0) in the
absence of solvent according to eqn. (10)

gf�gf ;0 exp�ÿkVS� �10�
where k is a plasticization constant and VS is the volume
fraction of the absorbed solvent. According to the Maxwell
model, this decrease in gf causes the relaxation time (t) to
decrease and (for vtv1) G' and G@ to decrease.

Fig. 2 Two-element models leading to constitutive relationships for a
polymer: (a) Voigt model, (b) Maxwell model.

Fig. 3 Frequency dependences of the storage (G') and loss (G@) moduli
predicted by (a) the Voigt model and (b) the Maxwell model.
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Experimental

The instrumentation and electrochemical cell have been
described elsewhere.39,40,58 Crystal impedance spectra were
recorded using a Hewlett-Packard HP8751A network analyzer,
connected via a 50 V coaxial cable to a HP87512A transmis-
sion/re¯ection unit. Measurements were made sequentially, at
®xed potential at the fundamental (10 MHz) and at the third,
®fth, seventh, ninth and eleventh harmonics (30 through
110 MHz). The crystals were 10 MHz AT-cut quartz crystals,
coated with Au electrodes with piezoelectrically and electro-
chemically active areas, respectively, of 0.21 cm2 and 0.23 cm2;
use of polished crystals minimized surface roughness effects.58

A conventional three electrode electrochemical cell was
employed: one of the Au electrodes of the crystal was the
working electrode, a Pt gauze was the counter electrode, and a
Agz (0.01 mol dm23)/Ag electrode was the reference electrode.
The cell was thermostatted at 25 ³C.

PHT ®lm deposition has been described previously.39 The
deposition solution contained 3.7 mmol dm23 3-hexylthio-
phene (HT) (Aldrich) and 0.1 mol dm23 tetraethylammonium
hexa¯uorophosphate (TEAPF6) (Aldrich, w99%) in propylene
carbonate. A potentiodynamic program was used, involving a
voltage interval of 0.0±1.5 V in cycle 1, and of 0.0±1.2 V in
subsequent cycles. The potential scan rate (v) was 20 mV s21.
Film thickness was controlled via the number of potential
cycles, here six. Together with the doping level (n~0.35), the
integral (Qred) of the current response for the PHT ®lm
reduction in each polymerization cycle provided a dynamic
coulometric assay of polymer coverage (C).

Following deposition, the Au/PHT electrodes were trans-
ferred to background electrolyte solution (0.1 mol dm23

tetraethylammonium hexa¯uorophosphate in propylene car-
bonate). Cyclic voltammetry (0.0±0.9 V, scan rate 2 mV s21;
see Fig. 4, below) indicated chemically reversible redox
behaviour. Static potentials were applied to the ®lm, ascending
from 0 V (at 0.0, 0.4, 0.5, 0.6 and 0.9 V) then descending from
0.9 V (at 0.9, 0.6, 0.4, 0.2 and 0.0 V). The ®lm was held at each
potential for 2 min before crystal impedance measurements
were recorded at each harmonic.

The mechanics of ®tting experimental data to eqn. (5), and
thus extracting ®lm parameters, have been described else-
where.32,58 We determined crystal parameters via measure-
ments on the bare crystal in air, then liquid parameters via
measurements on the bare crystal in the electrolyte, and ®nally
®lm parameters via measurements on the polymer-coated
crystal in the electrolyte. Thus, we never ®t an excessive number
of parameters on the basis of a single data set. An important

feature of the use of harmonics, discussed below, is that the
number of measured parameters increases faster than the
number of ®tted parameters. Speci®cally, although the shear
modulus components may be frequency dependent, the ®lm
thickness and density are not. This allows the choice of either
holding these latter two parameters constant (thereby decreas-
ing the number of ®tted parameters) or of allowing them to
``¯oat'' in measurements at different frequencies (thereby using
their constancyÐor otherwiseÐas a measure of uniqueness of
®t).

Results

Raw spectra

Fig. 4 shows a typical voltammogram for a PHT ®lm upon
redox cycling in 0.1 mol dm23 TEAPF6±propylene carbonate.
It shows all the characteristics generally found for poly-
(thiophene)-type ®lms,10 with p-doping/undoping (see
Scheme 1) occurring during the positive-/negative-going half-
cycle. The conditions under which this voltammogram was
obtained, primarily slow potential scan rate, allow complete
redox conversion of the ®lm. This is signi®ed by linearity of
peak currents with potential scan rate for v¡20 mV s21.
Consequently, we were able to use the integrated peak currents
as a reliable measure of the polymer coverage, C~Q/nFA, with
the doping level taken to be n~0.35.39

Fig. 5 and 6 show representative crystal impedance spectra
for this PHT ®lm as a function of the applied (®xed) potential.
Within each ®gure are two sets of spectra, acquired at
progressively increasing and progressively decreasing applied
potentials, i.e. during ``doping'' of a fully reduced (uncharged)
PHT ®lm and during ``undoping'' of a fully oxidized (positively

Fig. 4 Cyclic voltammogram of a PHT ®lm (C~0.22 mmol cm22)
exposed to 0.1 mol dm23 TEAPF6±propylene carbonate. Scan rate:
2 mV s21. At scan rates v¡20 mV s21 peak currents are linear with
scan rate, indicating complete redox conversion.

Scheme 1 PHT redox chemistry.

Fig. 5 Raw crystal impedance spectra for the PHT ®lm of Fig. 4
exposed to 0.1 mol dm23 TEAPF6±propylene carbonate. Open sym-
bols: data acquired at progressively more positive applied potentials,
commencing at 0 V; ®lled symbols: data acquired at progressively more
negative applied potentials, commencing at 0.9 V. Data taken at
fundamental frequency (nominally 10 MHz). The asterisk adjacent to
one of the spectra refers to Fig. 10.
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charged) PHT ®lm. In the interests of brevity, we do not show
®gures for all the harmonics acquired: the fundamental and
eleventh harmonic are chosen to represent the spread of
behaviour occasioned by choice of frequency regime.

We make four qualitative observations. First, there are
obvious viscoelastic changes: the doped polymer is associated
with greater energy loss (lower peak admittance). Second,
these effects are a function of frequency. Third, in all data sets
(other ®lms, harmonics and choices of potential program) we
see ``asymmetry'' of the crystal frequency responses during the
oxidative and reductive half cycles. This will be a key
discussion point later in the text. Fourth, appropriate
combinations of ®lm thickness, applied potential and
frequency lead to ®lm resonance effects,39 in which the
peak admittance and frequency show dramatic variations. To
illustrate the breadth of behaviour observed, we have elected
to show here data that are (Fig. 6)/are not (Fig. 5)
complicated by these phenomena; we are able to handle
such effects within our model.31,32,39

Fig. 7 and 8, respectively, summarize some of the key
features of Fig. 5 and 6, through the potential variations of
resonant conductance (Fig. 7a and 8a) and resonant frequency
(Fig. 7b and 8b). The most prominent features of the data are
the pronounced hysteresis in all cases, and its appearance in
``reverse'' fashion for the 110 MHz resonant frequency data.
The latter is a consequence of resonance effects, which have
been shown39 to cause a reversal in the normal trends of
resonant frequency and peak admittance.

Since the responses are not single valued with potential, it is
immediately clear that global equilibrium is not established,
even on the rather extended time scales employed here. The
question is whether this represents failure to establish
equilibrium of the redox state or of other associated processes.
Fig. 9 shows a plot of the injected charge density (Q) as a
function of potential for the experiments of Fig. 5 and 6 (and
their analogs at intervening harmonics). Whilst there is some
hysteresis, i.e. redox equilibrium is not fully established, the
extent of this hysteresis is nowhere near as marked as in the
viscoelastic responses. We therefore conclude that the ®lm
viscoelastic characteristics are under effective control by
intrinsically non-electrochemical processes that are a conse-
quence of its electrochemical oxidation/reduction.

Fitted data

General observations. Our objective is to determine quanti-
tative shear modulus data and to explore their variations with
applied potential and operating frequency, i.e. G(E,v). To
achieve this, we need to ®t the data of Fig. 5 and 6 (and their

various analogs at different harmonics) to the model
represented by Fig. 1 and eqn. (5), as outlined in the
Experimental section. A typical ®t is shown in Fig. 10. In
many cases the phase crossed zero by an appreciable margin
and, due to the combination of peak width and measurement
interval, it was possible to encompass both the peak and its
high/low frequency ``wings''. In such cases, ®tting was
straightforward and commonly better than represented by
Fig. 10. The limiting features in terms of ®tting were peak
broadening and much diminished phase changes for acousti-
cally thicker and ``softer'' ®lms. In such cases, the ®ts were less

Fig. 6 Raw crystal impedance spectra for the ®lm of Fig. 5 taken
under identical conditions, except at the eleventh harmonic (nominally
110 MHz).

Fig. 7 Peak conductance (Umax; panel a) and peak frequency (fmax;
panel b) variations with applied potential at 10 MHz; data taken from
Fig. 5. Open (®lled) symbols represent data acquired during increasing
(decreasing) ®xed potential sequence. Lines connecting adjacent points
are merely a guide to the eye.

Fig. 8 Peak conductance (Umax; panel a) and peak frequency (fmax;
panel b) variations with applied potential at 110 MHz; data taken from
Fig. 6. Open (®lled) symbols represent data acquired during increasing
(decreasing) ®xed potential sequence. Lines connecting adjacent points
are merely a guide to the eye.
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good than that of Fig. 10, notably in the ``wings'' of the peak.
As a more subtle point, although one would anticipate that this
would become highly problematical at higher frequency (when
the ®lm might appear semi-in®nite), the frequency dependence
of shear modulus (see below) increases the decay length in the
®lm, thereby diminishing the effect.

Some general observations are appropriate with regard to
the reliability (reproducibility) of G' and G@ values. We were
always able to get reliable (reproducible) values of the larger
component of G, regardless of the starting values used to seed
the ®tting algorithm. However, the reliability of the smaller
component was dependent upon the relative values of G' and
G@, i.e. the loss tangent. When 0.1¢G@/G'¢10, both compo-
nents were reliably obtainable. However, outside this range, the
smaller component could not be obtained with any certainty;
all we could conclude was that it was more than an order of
magnitude smaller than the larger component.

Film thickness and density responses to redox state. With
regard to ®tting of data at multiple harmonics, we elected to
allow ®lm thickness and density to ``¯oat'' (within physically
reasonable bounds) in the data ®tting routine for each
frequency. Data for ®lm density (rf) and thickness (hf) as
functions of applied potential are shown in Fig. 11 and 12,
respectively, at the fundamental frequency and the third, ®fth
harmonic and seventh harmonics.

Naturally, the ®lm composition and dimensionsÐhere
represented by ®lm density and thicknessÐare independent

of the excitation frequency with which we elect to probe them
(although the same is not true of the ®lm modulus; see below).
(The only apparent violation of this would be the situation
where the range of frequencies employed, taking account of
their effect on G, and the ®lm thickness were such that one
moved between the acoustically ``thin'' and acoustically
``thick'' cases within a single data set. In the latter case,
corresponding to hf&v±1(G/rf)

1/2, the TSM would perceive the
®lm as being of ``in®nite'' extent; we did not explore this less
interesting regime.) As the data show, the ®tted ®lm density and
thickness at any given potential are, within experimental
uncertainty, independent of frequency. These consistent values
of rf and hf strongly support the validity of our ®tting
procedures.

Beyond this ``validation'' role, the rf and hf data provide
further clues to the physical origins of the hysteresis in the TSM
responses of Fig. 5 and 6. First, it is helpful to note the densities
of the system components. One would anticipate that the
density of the pure undoped polymer (containing no charge-
balancing anions) would be similar to that of the monomer,
0.936 g cm23. The density of the solvent is 1.189 g cm23. As an
approximation to the density of the dopant anion, we use the
density of its conjugate acid, estimated from a solution value65

to be ca. 2.0 g cm23.
Data analogous to those shown in Fig. 11 for a number of

®lms always showed the same trends. Absolute values of ®lm
densities lay in the range 1.00 (¡0.10) g cm23 for the reduced
(undoped) polymer and 1.25 (¡0.10) g cm23 for the oxidized

Fig. 9 Plot of charge density (Q) vs. potential (E) for the PHT ®lm of
Fig. 4±8. The charge data were acquired by progressively incrementing
the potential in the intervals used for the experiments of Fig. 5±8. Open
(®lled) symbols represent data acquired during increasing (decreasing)
®xed potential sequence.

Fig. 10 Typical ®ts to the amplitude (|Y|; panel a) and phase (W; panel
b) data for a crystal impedance spectrum. The data (points) are taken
from the spectrum marked with * in Fig. 5. The lines represent the best
®ts.

Fig. 11 Fitted ®lm density values as functions of applied potential for
the data of Fig. 5 (%, &) and its third (©, +), ®fth ((, ,) and
seventh (à,r) harmonic analogs. Open (®lled) symbols represent data
acquired during increasing (decreasing) ®xed potential sequence.

Fig. 12 Fitted ®lm thickness values as functions of applied potential
for the data of Fig. 5 and its third, ®fth and seventh harmonic analogs.
Symbols as in Fig. 11.
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(p-doped) polymer. We believe these variations to be real, and
to re¯ect variations in ®lm density, according to minor
variations in deposition, handling or ageing circumstances.
The relative magnitude of the density increase upon complete
oxidation was always ca. 25%. Taking the data of Fig. 11 as
representative, we deduce that the reduced polymer (at 0 V)
contains a little solvent; this is consistent with the non-rigid
behaviour of the ®lm.

Qualitatively, the increase in density upon doping (see
Fig. 11) is consistent with the entry of a dense charge balancing
anion (``dopant''). However, the associated thickness increase
(see Fig. 12) is too large to be associated with the anion entry
alone; rather, it signals substantial solvent entry. Quantita-
tively, the magnitudes of the density and thickness increases
allow us to estimate the relative amounts of solvent and dopant
entering the ®lm. At the level of precision available, we ignore
volume of mixing effects, which would be small compared to
the effects seen in Fig. 11 and 12.

Denoting the undoped ®lm, the solvent and the dopant,
respectively, by the subscripts ``f,RED'', ``PC'' and ``A'', it is
straightforward to show that the density of the fully oxidized
®lm [eqn. (11)]

rf ;OX �
rf ;REDhf ;RED�rPChPC �rAhA

hf ;RED�hPC � hA
�11�

where the ``ri'' values denote the component densities (see
above) and the ``hi'' values denote the contributions to the total
®lm thickness of the individual (subscripted) species. The
experimental data (Fig. 11 and 12) provide rf,OX, rf,RED, hf,RED

and (hf,REDzhPCzhA) (~hf,OX). There are two unknowns, hPC

and hA, in eqn. (11), so we need two pieces of information. In
addition to eqn. (11), we can relate the masses of anion and
polymer via the doping stoichiometry. Speci®cally, since the
doping level is 0.35 [eqn. (12)]:

rAhA

rf ;REDhf ;RED
� 0:35

RMM�A�
RMM�HT� � 0:31 �12�

Using this in eqn. (11) yields hPC/hf,RED~0.48, i.e. complete
oxidation of the fully reduced polymer results in solvent
transfer that swells the ®lm by 48%. The observed swelling, (hPC

zhA)/hf,RED#0.63 (see Fig. 12). Hence hA/hf,RED#0.15, i.e.
anion entry (to maintain electroneutrality) swells the ®lm by
15%. Crudely, since each anion contains 7 ``heavy'' atoms, and
is associated with 33 ``heavy'' atoms in the polymer (three
monomer units each containing 11 ``heavy'' atoms), this is
physically reasonable.

The responses of Fig. 11 and 12 show signi®cant hysteresis,
rather like those in the raw TSM responses (Fig. 5±8), and
certainly much greater than in Q vs. E plots (Fig. 9). This leads
us inexorably to the conclusion that the ®lm viscoelastic
characteristics (see Fig. 13 and 14, below) are governed not by
charge variations per se, but rather by the dramatic solvation
changes they engender. The hysteresis, in response to potential
changes, of the various parameters is then a consequence of
slow solvent transfer and/or polymer recon®guration that
facilitates it.

Film shear modulus responses to redox state. Effect of
potential. Plots of shear modulus components as functions of
applied potential for four harmonics are shown in Fig. 13 (G')
and 14 (G@). In panels a and b, respectively, the moduli are
plotted against applied potential and the resultant injected
anodic charge. No G@ data are shown at the fundamental
frequency, since the values were too small to determine reliably
(G@/G'v0.1; see above). We make four observations.

First, individual shear modulus components show hysteresis
with respect to both potential and charge. This is more obvious
pictorially for the higher frequency data, for which the shear
moduli are larger, but the inset to Fig. 13 highlights that this is

true for all the data obtained. We therefore conclude that,
despite a little irreversibility (in a thermodynamic sense) of
charge injection/removal, the shear moduli at a given potential,
determined on the time scale of our measurements, re¯ect the
immediate prior history of the ®lm. Such history effects have
been postulated and discussed previously in the context of
mobile species transfers and polymer recon®gurational pro-
cesses.66 The ®lm thickness and density data of Fig. 11 and 12
unequivocally indicate that solvent swelling/deswelling is far
from equilibrium on the time scale of these measurements.

Fig. 13 Plots of ®tted storage modulus, G', as a function of potential
(panel a) and charge density (panel b) for the data of Fig. 5 and its
third, ®fth and seventh harmonic analogs. Symbols as in Fig. 11.

Fig. 14 Plots of ®tted loss modulus, G@, as a function of potential
(panel a) and charge density (panel b) for the data of Fig. 5 and its
third, ®fth and seventh harmonic analogs. Symbols as in Fig. 11.
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Thus, the ®lm shear moduli re¯ect not the ®lm charge state
per se, but rather the solvation state which it subsequently
dictates. This is entirely plausible, since solvents act as
``plasticisers'' of polymeric materials. In the present context
solvent transfers are extremely slow, most likely due to
associated polymer recon®guration processes with large
activation barriers. We postulate that the ability of the
system to achieve its ``equilibrium'' state at the extreme of the
potential excursionÐbut not at intermediate valuesÐmay be
due to the build-up of large electrostatic forces that trigger the
recon®guration.

Second, the oxidized (doped) polymer has signi®cantly lower
storage and loss moduli values than the reduced (undoped)
polymer. This is a consequence of the entry of the solvent,
which softens the ®lm and ``lubricates'' the movement of the
polymer chains past each other. The direction of solvent
transfer, and thus of the change in shear modulus components,
is readily explainable: the solvent is polar and is a better solvent
for the charged (cf. uncharged) polymer.

Third, the direction of the hysteresis in the shear modulus
components mirrors that of the solvent transfers. During
polymer oxidation the modulus values stay higher than one
would anticipate their equilibrium values to be (based on
charge). This is a consequence of the kinetic failure of solvent
to enter the ®lm and thus soften it. As one approaches the
positive end of the potential excursion, one has a ®lm whose
charge state is largely ``oxidized'', but whose solvation state is
still broadly that of the reduced polymer. Analogously, during
polymer reduction the modulus values stay lower than one
would anticipate their equilibrium values to be (based on
charge). This is now a consequence of the kinetic failure of
solvent to leave the ®lm. Thus, as one approaches the negative
end of the potential excursion, one has a ®lm whose charge
state is largely ``reduced'', but whose solvation state is still
broadly that of the oxidized polymer.

Finally, the shear moduli are markedly frequency dependent.
This leads to the second major objective of our study.

Effect of frequency. Qualitative inspection of Fig. 13 and 14
indicates that the shear moduli for PHT ®lms in all oxidation/
solvation states increase signi®cantly with frequency, G@ more
so than G'. This is consistent with a material in the transition
region.9 Our goal now is to quantify this behaviour.

Fig. 15 shows the shear modulus components for the reduced
®lm (E~0 V) as a function of frequency, plotted on logarithmic
axes. Since the plots appear broadly linear, we show least
squares ®ts to an equation of the form log(G)~azb log(f). For
the G' data we ®nd b~0.97 (¡0.15) (R~0.95; n~6) and for the
G@ data we ®nd b~2.19 (¡0.18) (R~0.99; n~5). Although
there is clearly scatter on the data and we only have one order
of magnitude spread in the frequency regime, these data imply
G'3v and G@3v2.

Fig. 16 shows the corresponding plots for the oxidized ®lm
(E~0.9 V). The situation here is less straightforward. Speci-
®cally, the G' data are non-monotonic with frequency, showing
a maximum storage modulus at ca. 50 MHz, and the G@ values
are not linear. (The lines drawn on the plot are not an attempt
to ®t the data, but rather lines of slope 1 and 2 for G' and G@,
respectively, to allow comparison with the behaviour of the
reduced ®lm.)

Discussion

Our long term goal is the manipulation of ®lm shear moduli. En
route to this, our immediate goal is to rationalize G(v, E), i.e.
the frequency and potential (charge) variations of the shear
modulus. In general terms, despite a huge volume of literature
(discussed elsewhere7±9) on the viscoelastic characteristics of
bulk polymers, there has been relatively little progress for thin
®lms. Here we test the ability of the simple Voigt and Maxwell

models, which have been widely used for bulk materials, to
explain the functional variations of G' and G@.

We consider ®rst the frequency variations of G' and G@.
Cursory comparison of Fig. 3a with the data of Fig. 13±16
shows that the Voigt model is inappropriate: it fails to predict
any variation of G' with v. Qualitatively, the increasing values
of G' and G@ with frequency (see Fig. 13 and 14) are consistent
with the Maxwell model (Fig. 2b) in the rubbery regime (when
vtv1). Quantitatively, the power law variations (Fig. 15 and
16) are not explained by the Maxwell model. We suggest that
more sophisticated (multi-element) spring and dashpot models
may be more successful, but do not pursue this since the
increased number of ®tting parameters would make uniqueness
of ®t an issue.

The variations of shear modulus components with potential
are more complex and interesting. The experimental protocol
involved measurements at ®xed potentials, including a prior
``hold'' at the selected potential with the intent of allowing pre-
equilibration before data acquisition. Thus, a ®lm maintained
at any given potential would be expected to have a unique

Fig. 15 Plots of log(G') (%) and log(G@) (&) vs. log(f) for the ®tted
shear modulus components of Fig. 13 and 14 and their analogs at 90
and 110 MHz at E~0 V. Lines represent least squares ®ts to the data
(see text).

Fig. 16 Plots of (a) log(G') (#) and (b) log(G@) ($) vs. log(f) for the
®tted shear modulus components of Fig. 13 and 14 and their analogs at
90 and 110 MHz at E~0.9 V. Dashed and full lines, respectively, are of
slope 1 and 2 (see text).
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composition and structure appropriate to that applied
potential. Simplistically, one would then expect the shear
modulus, at any speci®ed frequency, to be single valued at any
given potential. The ®tted data (Fig. 11±14) are clearly
inconsistent with this view. That this is not a feature of the
®tting procedures is clearly indicated by the presence of
hysteresis in the raw data (see Fig. 5±8). We therefore now
explore possible reasons for the observed hysteresis.

One possibility is that, despite similar globally averaged
composition, the ®lms may have spatial variations within
them that re¯ect their prior history (here, direction of
approach to a given potential). The quartz resonator is most
sensitive to the state of the ®lm nearest the electrode, so
spatial variation of viscoelastic properties could lead to the
hysteresis in the shear modulus responses to applied
potential, as shown in Fig. 13a and 14a. Since the decay
length for displacement in the ®lm varies inversely with
frequency (see above), the hysteresis from this source would
increase with frequency, as we indeed observe. Such
variations could pertain to the oxidation state (doping
level) and/or the local solvent concentration. They might
particularly be expected when a signi®cant fraction of the
®lm is in the reduced state (for which the conductivity is low)
due to potential variations across the ®lm.

A subsidiary question is how might such spatial variations
arise? For ``conducting'' polymers, the electronic and ionic
conductivities of the two redox states (doped and undoped) are
very different. For different redox switching directions this
leads to different conversion mechanisms, e.g. homogeneous
throughout the ®lm, from the inside outwards or from the
outside inwards; this point has been explored for poly(3-
methylthiophene) ®lms.67

The other possible causes of hysteresis we consider are
associated with failure to establish equilibrium ®lm composi-
tion on the time scale (minutes) of the experiment. Most
obviously, this might be associated with slow charge transport
or slow solvent transport. Note that these situations need not
be associated with spatial compositional inhomogeneity (see
above), i.e. we may have spatially uniform, but non-
equilibrium, ®lm ion and/or solvent populations.

In the case of slow ion transfer, the charge and shear
modulus responses to potential would show equivalent
hysteresis. Although there is some hysteresis in the Q vs. E
plot (Fig. 9), this effect is much less pronounced than in the G'
and G@ vs. E plots (Fig. 13a and 14a). That failure to establish
charge equilibrium is not the predominant cause of the shear
modulus hysteresis is con®rmed by the presence of hysteresis in
the G' and G@ vs. Q plots (Fig. 13b and 14b).

In the case of slow solvent transfer, the hysteresis in G' and
G@ vs. E plots would greatly exceed that in Q vs. E plots; this
is equivalent to saying that there would be substantial
hysteresis in G' and G@ vs. Q plots. This is exactly what we
®nd (Fig. 13b and 14b), indicating that solvent equilibration
between the ®lm and the solution is slow on the experimental
time scale. It is interesting to note that the ®lm density and
thickness data (Fig. 11 and 12), which were acquired
sequentially for the different harmonics, show no temporal
``drift''. Thus, we conclude that the ®lm solvent population at
each potential is not changing signi®cantly on the time scale
of our measurements. One could postulate various models for
the rate of solvent transfer, and use the time dependence of
shear modulus variation as a measure of solvent transfer in
order to determine the appropriate rate parameter; such
investigations would involve much longer time scale observa-
tions than used here.

One interesting supplementary question is the origin of the
maxima in the shear modulus values at partial redox
conversion. We speculate that this may be due to the interplay
of two opposing effects that increase, but in a functionally
different manner, upon ®lm oxidation: electrostatic stiffening

and solvent plasticization. At low doping levels, we suggest that
the former predominates, since there is insuf®cient driving
force to cause signi®cant solvent entry. At higher doping levels,
we suggest that there is suf®cient driving force for solvent entry
for the latter to predominate.

There has been one study reported on the ``electroplastic
behaviour'' of PHT,68 in which values of G'#86109 dyn cm22

and G@#66108 dyn cm22 (based on tan d#0.07) were found.
However, the material used in that study was very different to
ours. First, the ``®lms'' were suf®ciently thick (ca. 0.1 mm) to be
considered as bulk material, whereas we have studied thin
(v1 mm) ®lms. Second, most of the samples studied by Shiga et
al. were of chemically (cf. electrochemically) prepared polymer.
Third, their technique used free-standing ®lms exposed to air,
not solvent. Consequently, their polymers had G values
indicative of ``glassy'' materials, whereas our ®lms have G
values indicative of viscoelastic materials. Fourth, the simple
mechanical nature of their measurements meant that the
frequency range studied was 0.1±100 Hz, i.e. many orders of
magnitude lower than in our study. Furthermore, the in situ
nature of our study has allowed the effect of polymer charge
state to be studied in a systematic manner.

Finally, we make some general observations on the
variations of shear modulus we have determined. Our data
indicate that PHT ®lms exposed to propylene carbonate
solutions are viscoelastic and rather lossy. The primary effect
of oxidation is to cause the entry of solvent, which plasticizes
the ®lm; however there are kinetic limitations associated
with solvent transfer. This situation can be qualitatively
visualized using the scheme-of-squares type model illustrated
in Fig. 17. This type of model has been used to describe slow
redox driven solvent transfer in rigid electroactive polymer
®lms at TSM resonators; there the principal manifestations
were in the gravimetric response, optimally demonstrated
through hysteresis in DM vs. Q plots. Here, the underlying
mobile species transfers are identical, but the principal
manifestations of slow solvent transfer are in the viscoelastic
response, which we demonstrate through hysteresis in G vs.
Q plots.

Conclusions

Quartz crystal impedance measurements are a rich source of
information on electroactive polymer ®lm rheological proper-
ties, parameterized through shear moduli. Thin ®lms of poly(3-
hexylthiophene) (PHT) exposed to propylene carbonate
electrolyte solutions are viscoelastic at 25 ³C, and show ®lm
mechanical resonance effects. The storage and loss moduli vary
signi®cantly with applied potential and operating frequency (in
the range 10±110 MHz). The p-doped ®lm is substantially

Fig. 17 Scheme-of-squares model for PHT in two oxidation states
(indicated by superscripts ``0'' and ``z''), each of which may exist in a
solvated form (PHT0

S and PHTz
S) and an unsolvated form (PHT0 and

PHTz). Redox state changes (doping/undoping) are represented by
``horizontal'' translations and solvation state changes are represented
by ``vertical'' translations in the diagram.
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softer than the undoped ®lm, and G' and G@ variations with
potential can show maxima at partial p-doping. Both storage
and loss moduli for undoped PHT ®lms increase monotonically
with frequency in the range studied, but for doped PHT ®lms
the storage modulus goes through a maximum at ca. 50 MHz
under the conditions employed. A Voigt model is qualitatively
incompatible with these observations, and a Maxwell model
can qualitatively explain some features.

Even in ®xed potentialÐnominally ``equilibrium''Ð
experiments there is dramatic hysteresis in shear modulus
values determined during stepwise doping and undoping.
From the G±Q±E relationship, we deduce that this is a
consequence of extremely slow solvent transfer between
the ®lm and the solution phase. Qualitatively, this can be
modeled using a scheme-of-squares representation involving
doped and undoped PHT, both in solvated and unsolvated
forms, in which redox transformations (coupled electron/ion
transfer) are much faster than the associated solvation
changes (solvent transfer). These non-equilibrium solvation
states may or may not be associated with spatial composi-
tional heterogeneity.

On the basis of the data obtained we suggest that
appropriate selection of operating frequency, applied poten-
tial and time scale offer the prospect of manipulating ®lm
viscoelastic parameters in a controllable manner over several
orders of magnitude, from ``rubbery'' to near ``glassy''
behaviour.
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